Reliability of a test is a criterion of test quality relating to accuracy of psychologl.. |
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cal measurements. The higher the reliability of the test the relatively more free ; 1[_
would be of measurement errors. Some regard it as stability of req_ults in repeated’
testing, 1.e. the same individual or object is tested in the same way so that it yields- §

the same value from moment to moment provided that the thing measured has § b
itself not changed in the meantime. ( The concept of reliability underlines tHc'i'_
computation of error of measurement of asingle score; whereby we can predictt e?
range of fluctuations likely to occur in a single individual score as a result o
ielevant chance factor > —__ -
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dividual differences as in a test scores are attrlbutable to true di terences in the
chance scores under consideration and the extent to which they are attributable to
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chance scores. |[nfechnical terms? the measures of test- rehablllty make it p0331le
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to estlmate as'to what proportlon of total test score is error variance. The more thc
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reffability. This brings us two equivalent definitions of reliability.

Bz eliability 1s the proportion of the ‘true’ variance to the total obtalned

variance of the data yielded by measuring instrument.
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¢ proportion of error variance to the total obtained variance of the §

data yielded by measuring instrument subtracted from 1.00. The index of 1.00=§

xﬁi 4

indicates perfect reliability. ' , *
Types of Reliability: There are five methods to measure reliability of a test
These are, (1) Test-Retest Method, (i1) Method of Parallel Form, (iii) Spht-hal

Reliability (iv) The method of Rational Equivalence and (v) Cronbach Alpha.

These five methods are discussed in detail below.
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The formula used to find the test-retest ———
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Take, for example, a test to measure numc_rical gbility hgvmg_éO items was
, ] it an of 15 days. The two sets
administered to a group of 20 studenfs twice with a gap of 15 day

of scores obtained were Test score (X) and Retest Score (Y) as given below: 5 |

il

g

"
3
F.a-
4
|

S* |

5

c §
=



=" 031 0O 45 <K

- 8 Method of Parallel Form C A ’dQ/n‘)af.) i
-t

To overcome the difficulty of practice and time interval in case of test- rctw 3 |
—method; the-metod of paralle] or alternate form is used. Using the equiyatent ot §
parallel forms, has some advantage like Icsé&fiing the possible effect of pracuce E
I TecallBut this method presents an additional problem of CORSHUCTion and §
v’ standardizanon of the second form. According to Freeman, both forms shOtIld_
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process of stanc Jardization. The correlation of |
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1ded This technique is also better than tho porallel form method to find
. e ause only one test is required. @_ this _“‘__I_b_(_)d_-test 1S S scored for the

halves so that varlatlon broughtibout by‘dlfference_
ations is eliminated. A marked advantaﬂo of the

two testing situ

i spiit- half technique lies in the fa
halves of the test in the same way thus tendlng o make the reliability coefficient
SF ho ifig to make

F {00 hloh This follows because the test 1S adrmmstcred only once. 'I_‘Eo !arg{,r the
E u,c.t 1esser the probablhty that the etiectsS Ol iable disturbances
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ct that chance errors may affect scores on the two ~y"

£

tcst—retcm %

Lyalentor: i1 be cumulative in one direction and the more accurate the estimate. of score
of practice . reliability.
ctlon and ;;,'
ms should f =~ The two halves can be made by counting the number of odd-numbered 1tems
o ! answcrcd correctly as one half and the number of even numbercd items answered it
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correctly as other half In othcr words odd-ltems and even-1tems are scored % L
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‘B separately and those are consndered as two separatc _l}gl_y_cs There are othel
; gmg t methods also to Spht the test items into two halves, like items | and 2 will go to
- and ade- first score, 3 and 4 will go to second score, S and 6 W1ll go to first score, and 7 and |
- Bwill go to second score and so on. The other method to divide into two_h_al_vés 1S
to consider first fif ty percent items as one half and the second fifty perccnt items
as another half. Whenever the difficulty level of the test items ar¢ not same., We -
3pply Odd l-even mcthog and 1f thgﬂdﬁﬁﬁcoft;ﬁfovcl is same; we appl y the first half
and second half method to divide the test into two halves. Once the tW

£ l:hwe been obtained for each individual score, these halves will be correlat
4% “help of Pearson Product moment formula, namely

LAt L8
m-.'ﬂ-'h\"i"-_—l WP E R e e Sl e Rl 1 i ® o, T .

cd W tth




J98
675
667

J (M where N is the number of items on the test &> is the variance of thc test.
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= 0.174
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Lf Methed of Rational Equivalence (TNt erna

The coefficient of internal consistency could also be obtained with the help of
uder Richardson formula number 20. One of the techniques for items analysis 1s

K
6;01 difficulty index; “It‘em‘ﬂlfﬂcfﬂty is the proportion or percentage of those

answering correctly to an item, say Symbol P is used to represent the difficuity
index. Suppose an item_X has p = 0.74. “This means items X was answered

“correctly by 74 percent of those who answered the item.
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' : To compute reliability with the hel of Kuder-Richardson formula nunber 20,
* the following procec\lgre 1s used. (f: rstlyzwrlte the first column in a worksheet

showing the number of items. The molumn should give the difficulty value v
.  — 2 W

(p) of each item obtained during item analySiS. The @ column 1s7g21ven as ¢q
where g = 1 — p. The fourth column is taken as (p) (g). This column is the product

of column 2 and column 3.

The Kuder-Richardson formula no. 20 is
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cor the 1hove formula, there 1s one basic assumption that therc is_some

sfficulty level for all the test items. In other words, the same pmpdruon of \ (.
\ i

dua s (but not the same mdmduaIQ) answer each item correctly It has been
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.t the above formula holds true even when assumption of equal item
dIHlCUh\ < not satisfied. The formula of Rational Equivalence cannot _yield

strictly comparabl able results as Wher methods of finding rehabmw The
sctual differences obtained by the method of rational equwalence and split-half
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method 18 never large and is often neghgiﬁle within the acceptable range. Two
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forms of 1 test are equwalent when the correspondmc* items like ay, a,, b, 0, etc.

are mfercha_ng_e_gble and when the 1tem- -1tem correlatlons are the same for both the
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hie Kuder-Richardson formula 1s apphcablq }Q_‘_ﬁnd internal consistency of tests
ding her ali or none

whose items are scored as l’tht or wrong, or accordmg to some ot

system. Some tests, however, may have mulU@;ﬂ;gbgipe items. On a personahty

-
inventory, however, there are more than two response Cat“‘f’Ol'lCS. 1

a generahzed formula has been derive
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1951). In this formula, the value of Zpgist

of item scores. The procedure is to find the vz
each item and then to add these vanances across al
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(1) Varzabzlzt) of Ages The variability of the group affects the rehablhty coeffl- \& ly.to pl'Oé
cient. The reliability will be_ higher for a

for a group havmo_ wxder range and the
rehability will be small for a grou

l
Stishadl 1p havmo Small variation of the trarl~ or ablllty E ()
assessed. This is illustrated | in Fig. 8.1 below:

i affect th
-- §  cntirely
For Instance 1f we have a group completely homom with respect to*z ,.. - the exte
Nenadot chronological age (CA). For this the range of test scores will be from extremely - b ~ scored !
B tgﬂextremely high. As there is no deviation i In age, hence the correlation of CA “§ :
with test scores would be zero. Further if there is small variation in 2 groui)h\;lth o
respect to CA, the correlation of CA with test Scores would be lower and if there . :;; k te’? l;r
1s a large variation in CA then correlatlon coefﬁc1ent will be larger. Therefore & = 222
while interpreting a reliability coefficient of a test It is necessary to know thc Ve
range for which the test is standardlzed e : -
S
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0.84 ( - N Fig. 8.1. Increase in test reliability with increase in variability of a group.’ LO éC‘Oﬁf
' o
-__§i i _scores. When a variation among the testees 1s small, the correlation Between two_274
_; sets of scores may also be lowered by chance and by minor psychological factors. * k ' (‘L
G Because the testees in such a group are closely clustered the chances in scoresand

- JF relative position produced by extraneous factors are more significant than they |
| S R . : . —r— ‘ S £
& would be in a widely divergent group. , i et

(ii1) Time Interval between Testings: When there is a time interval between
test and retest the retest results will be affected due to dnfferences m_}ndmdual

pc,rformances and also due to the change in the. environmental conditions. If the
time interval has been quite long, namely in case of young children — an

individuals retest results may be influenced due to their growth tempo or due to
enduring conditions like emotional experiences.

-

B (1v) Effects of Practic Learning: Practice on the test will help in learning
. and this in turn can affect the reliability of a test. For example, therapy or
counselling may modlfy an individuals attitudes, values, and behaviour sufﬁmant—-

ly to produce significant differences in test-retest results in casc of personahtv test.

(v) Consistency in scores: Lack of agreement among SCOTers will drastically

affect the reliability coefficient. This is generally true in case of tests in which
entirely objective scoring is not available. For such tests, it is advisable to know

the extent of agreement in scoring among the competent psychologlsts who have

£ scored the same set of responses.

(vi) Effect of test length: The reliability of a test is directly deendcm on the
. 'test lenOth e, thc number of items in a test. Suppose a test of 40 items has a

ltcmS Wl] ! . Sima | SNoLRLS e et bl b et
rellablllty of the test will also bc decreased., How much will be the reliability of
A the test change after mcreasmg/decrcasmg theé'items is given by a formula called

Spcannan-Brown formula. |
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The term reliability in psychological
research refers to the consistency of a

research study or measuring test.

For example, if a person weighs themselves
during the course of a day they would expect
to see a similar reading. Scales which
measured weight differently each time would

be of little use.



The same analogy could be applied to a tape
measure which measures inches differently
each time it was used. It would not be

considered reliable.

If findings from research are replicated
consistently they are reliable. A correlation
coefficient can be used to assess the degree of
reliability. If a test is reliable it should show a

high positive correlation.

Of course, it is unlikely the exact same results
will be obtained each time as participants and
situations vary, but a strong positive
correlation between the results of the same

test indicates reliability.

There are two types of reliability -
internal and external reliability.

e Internal reliability assesses the
consistency of results across items

within a test.

e External reliability refers to the
extent to which a measure varies

from one use to another.



Assessing Reliability
Types of Reliability

INTERNAL

(extent to which a measure is
consistent within itself.)

split-half method:
measures the extent to
which all parts of the
test contribute equally
to what is being
measured.

EXTERNAL

(the extent to which a measure
varies from one use to another.)

test re-test: measures the
stability of a test over
time.

Inter-rater: to the degree
to which different raters

give consistent estimates
of the same behavior



Split-half method

The split-half method assesses the internal
consistency of a test, such as psychometric
tests and questionnaires. There, It
measures the extent to which all parts of

the test contribute equally to what is being

measured.



This Is done by comparing the results of one
half of a test with the results from the other
half. A test can be split in half in several ways,
e.g. first half and second half, or by odd and
even numbers. If the two halves of the test
provide similar results this would suggest that

the test has internal reliability.



The reliability of a test could be improved
through using this method. For example any
Iitems on separate halves of a test which have

a low correlation (e.g. r =.25) should either be

removed or re-written.

The split-half method Is a quick and easy way
to establish reliability. However it can only be
effective with large questionnaires in which all
guestions measure the same construct. This
means it would not be appropriate for tests

which measure different constructs.

For example, the Minnesota Multiphasic
Personality Inventory has sub scales
measuring differently behaviors such
depression, schizophrenia, social introversion.
Therefore the split-half method was not be an

appropriate method to assess reliability for

this personality test.



Test-retest

The test-retest method assesses the
external consistency of a test. Examples of
appropriate tests include questionnaires
and psychometric tests. It measures the

stability of a test over time.

A typical assessment would involve giving
participants the same test on two separate
occasions. If the same or similar results are
obtained then external reliability is
established. The disadvantages of the test-
retest method are that it takes a long time for

results to be obtained.

Beck et al. (1996) studied the
responses of 26 outpatients on two
separate therapy sessions one week
apart, they found a correlation of .93
therefore demonstrating high test-
restest reliability of the depression

inventory.



This is an example of why reliability in
psychological research is necessary, if
it wasn't for the reliability of such tests
some individuals may not be
successfully diagnosed with disorders
such as depression and consequently

will not be given appropriate therapy.

The timing of the test is important; if the
duration Is to brief then participants may
recall iInformation from the first test which
could bias the results. Alternatively, if the
duration is too long it Is feasible that the
participants could have changed in some

Important way which could also bias the

results.



Inter-rater reliability

The test-retest method assesses the
external consistency of a test. This refers
to the degree to which different raters give
consistent estimates of the same behavior.
Inter-rater reliability can be used for

Interviews.

Note, it can also be called inter-observer
reliability when referring to observational
research. Here researcher when observe the
same behavior independently (to avoided
bias) and compare their data. If the data is

similar then it is reliable.



Where observer scores do not significantly

correlate then reliability can be improved by:

e Training observers in the observation
techniques being used and making sure

everyone agrees with them.

e Ensuring behavior categories have
been operationalized. This means that

they have been objectively defined.

For example, if two researchers are observing
‘aggressive behavior’ of children at nursery
they would both have their own subjective
opinion regarding what aggression comprises.
In this scenario it would be unlikely they
would record aggressive behavior the same

and the data would be unreliable.

However, if they were to operationalize the
behavior category of aggression this would be
more objective and make It easier to identify

when a specific behavior occurs.



For example, while "aggressive behavior" is
subjective and not operationalised, “pushing"”
IS objective and operationalized. Thus
researchers could simply count how many
times children push each other over a certain

duration of time.



